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ABSTRACT

 

Because most macroecological and biodiversity data are spatially autocorrelated,
special tools for describing spatial structures and dealing with hypothesis testing are
usually required. Unfortunately, most of these methods have not been available in a single
statistical package. Consequently, using these tools is still a challenge for most eco-
logists and biogeographers. In this paper, we present 

 



 

 (Spatial Analysis in Macro-
ecology), a new, easy-to-use, freeware package for spatial analysis in macroecology
and biogeography. Through an intuitive, fully graphical interface, this package allows
the user to describe spatial patterns in variables and provides an explicit spatial
framework for standard techniques of regression and correlation. Moran’s 

 

I

 

 auto-
correlation coefficient can be calculated based on a range of matrices describing spatial
relationships, for original variables as well as for residuals of regression models,
which can also include filtering components (obtained by standard trend sur-
face analysis or by principal coordinates of neighbour matrices). 

 



 

 also offers tools
for correcting the number of degrees of freedom when calculating the significance of
correlation coefficients. Explicit spatial modelling using several forms of autoregression
and generalized least-squares models are also available. We believe this new tool will
provide researchers with the basic statistical tools to resolve autocorrelation prob-
lems and, simultaneously, to explore spatial components in macroecological and
biogeographical data. Although the program was designed primarily for the applica-
tions in macroecology and biogeography, most of 

 



 

’s statistical tools will be useful
for all kinds of surface pattern spatial analysis. The program is freely available at
www.ecoevol.ufg.br/sam (permanent URL at http://purl.oclc.org/sam/).
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‘The process of preparing programs for a digital computer is

especially attractive, not only because it can be economically

and scientifically rewarding, but also because it can be an

aesthetic experience much like composing poetry or music.’

Donald E. Knuth

 

INTRODUCTION

 

Ecologists recognize that nearly all macroecological and

biodiversity data show strong spatial patterns, driven by spatially

structured biological processes, and consequently are often

spatially autocorrelated. Following Legendre (1993), spatial

autocorrelation may be defined as ‘the property of random

variables taking values, at pairs of locations a certain distance

apart, that are more similar (positive autocorrelation) or less

similar (negative autocorrelation) that expected for randomly

associated pairs of observations’. The endogenous or exogenous

causes of spatial structure or autocorrelation in ecological and

biogeographical data are a function not only of how spatially

dynamic processes drive observed variables, such as abundance,

richness, endemism, body size and range size, but also depend on

how the data are collected by spatial sampling schemes (Diniz-

Filho 

 

et al

 

., 2003; Fortin & Dale, 2005).

Spatially autocorrelated data sets present both a potential

statistical problem and an opportunity to recognize the importance

and understand the causes of the spatial structure in ecology

(Legendre, 1993; Diniz-Filho 

 

et al

 

., 2003). Accordingly, ecologists

and biogeographers now dealing with spatially autocorrelated

data sets may act in two different ways: (i) they ignore it or brush

it aside (jeopardizing publication of their papers in the better
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mainstream journals) or (ii) they incorporate realistic assump-

tions about spatial structure in their analyses and endeavour to

understand the underlying spatial processes.

Some idea of the emerging importance of spatial autocorrela-

tion in the worldwide scientific literature can be gleaned using a

bibliometric approach. The Thomson Institute (ISI Web of

Science) bibliographic data base (1945–20 June 2005) was used

to identify all papers indexed that used the terms ‘spatial’ and

‘autocorrelation’. We found a total of 2284 studies distributed in

82 subject categories. After 1990, a clear increase in the number of

papers that used the terms ‘spatial’ and ‘autocorrelation’ in the title

or in the abstract was detected in nearly all subject categories (Fig. 1).

This indicates the interest in spatial autocorrelation by different

research fields. However, the predominance of papers on spatial

autocorrelation published recently in ecological journals is notable,

indicating that, at least with respect to this issue, ecologists pro-

duce scientific knowledge and not just consume it (Peters, 1991).

Given the increasing importance of spatial autocorrelation

analysis in ecology and biogeography, it is important to stress

that there are still difficulties in applying these methods

routinely, as they are usually not available in most commercial

statistical packages. This was one of the principal problems iden-

tified by the participants of the workshop on statistical methods

for spatial analysis in ecology, sponsored by the National Center

for Ecological Analysis and Synthesis (NCEAS). As stated by

Liebhold & Gurevitch (2002), ‘Ultimately it would be desirable to

develop software packages … that are capable of computing a full

array of spatial statistics’. However, for most researchers in our

field, understanding these complex spatial analyses and model-

ling approaches is still a challenge. We believe that a key step in

improving the understanding of spatial issues in ecology and

biogeography is to provide comprehensive, user-friendly and

freely available software, together with a useful help file. In this

paper, we introduce a computational program named Spatial

Analysis in Macroecology (

 



 

), a new software application for

managing spatial analyses that was designed with the particular

needs of macroecologists and biogeographers in mind. We also

highlight how these analyses interact with some current issues

that are of interest for macroecologists and biogeographers.

 

EXPLORING AND IDENTIFYING THE SPATIAL 
STRUCTURE OF THE DATA

 

The first step in every spatial analysis, as in any other statistical pro-

cedure, is an exhaustive exploratory data analysis (EDA). Conducting

an EDA facilitates immensely the visualization of ‘hidden’

patterns in a (usually) large-sized macroecological data set (see Rossi

 

et al

 

., 1992 for a discussion of EDA within the framework of spatial

analysis). The EDA module of 

 



 

 provides five analytical methods

to: (i) compute basic and descriptive statistics; (ii) visualize the

data (distribution and relationships) by means of graphs (two- and

three-dimensional scatterplots, histograms and maps); (iii) create/

edit a connectivity matrix using several, alternative criteria (e.g.

Delaunay triangulation, Gabriel, Minimum Spanning Tree; Sokal

& Oden, 1978a; see more below); (iv) transform the data (log,

square-root, etc.); and (v) reduce data dimensionality (principal

component analysis). This last approach may be particularly useful

when analysing highly correlated variables, such as climatic data

at broad scales, reducing the problem of multicolinearity in multiple

regression (Philipp, 1993; Graham, 2003). Also, 

 



 

 has two special

modules that handle presence–absence data in matrices of species X

spatial unit (e.g. cells in a 1

 

°

 

 

 

×

 

 1

 

°

 

 grid), allowing the calculation of

richness values using different combinations of species based on

macroecological criteria, such as body size, range size, habitat type or

evolutionary age [Marquet 

 

et al

 

.’s (2004) deconstructive approach; see

also Cardillo, 2002; Jetz & Rahbek, 2002; Bini 

 

et al

 

., 2004; Hawkins

 

et al

 

., 2005; Rahbek, 2005]. For example, a researcher may be

interested in calculating spatial pattern in species richness for small-

bodied and large-bodied species (Hillebrand & Azovsky, 2001), or

computing the average body size of several species in each spatial unit.

 



 

 includes different modules to test for spatial autocorrela-

tion in a variable (e.g. species richness) and also to distinguish

the type of spatial structure (e.g. clines, patches, etc.; see Legendre

& Fortin, 1989). Following Rossi 

 

et al

 

. (1992), these methods

(spatial continuity measures) quantify the relationship between

the value of a variable in one spatial unit and the value of the

same variable in other spatial units.

Because Moran’s 

 

I

 

 coefficient is the most commonly used

statistic for autocorrelation analyses in macroecological and

biogeographical studies (see Badgley & Fox, 2000; Diniz-Filho

 

et al

 

., 2003; and Bini 

 

et al

 

., 2004 for recent applications of this

coefficient), and because it is statistically robust (Tiefelsdorf,

2000), it is the primary statistic for describing spatial structure in

 



 

, although semivariance is also available. Moran’s 

 

I

 

 can be

calculated for multiple distance classes, established using a

variety of different criteria, allowing the generation of a graph

relating autocorrelation coefficients to the spatial distances

among sampling units, called a spatial correlogram (Sokal &

Oden, 1978a,b). If there is only one variable in the data set,

several ecological issues can be evaluated with a correlogram.

Minimally, the analysis of a correlogram furnishes a description

of the spatial pattern in the data (Legendre & Fortin, 1989). As we

Figure 1 Temporal trends in the number of papers that consider 
spatial autocorrelation, distributed among 82 subject categories 
distinguished by ISI Web of Science. Filled circles indicate the 
number of studies published in ecological journals, whereas other 
lines indicate trends in all other categories, showing that spatial 
autocorrelation is now a major issue in ecology and biogeography.
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will show below, this is also an important tool for evaluating

whether or not a fundamental assumption (independence of

residuals) of general linear models holds.

Three issues regarding the description of the spatial structure

in the data using autocorrelation coefficients have been discussed

inadequately in ecological and biogeographical literature. First, it

is possible to estimate Moran’s 

 

I

 

 coefficient considering various

types of geographical connections (criteria for connecting geo-

graphical localities). As indicated by Sokal & Oden (1978a), the

criteria for considering a pair of sampling units as connected or

not connected depend on the hypothesis being tested (e.g. two

sampling units in a stream network, despite the geographical

proximity, might be considered unconnected; see Peres-Neto,

2004; Ganio 

 

et al

 

., 2005). For this reason, 

 



 

 offers the oppor-

tunity to create an 

 

ad hoc

 

 connectivity matrix that indicates the

relationships among sampling units by consideration of the

hypothesis under study (e.g. to take into account the presence of

an ecological barrier, or to match migration routes or dispersion

flows). Generally, connections are treated as some function of

geographical proximity. As variations on this approach, 

 



 

offers five standard methods for defining connections among

the sampling units: Delaunay Triangulation, Gabriel Criterion,

Relative Neighbourhood, Minimum Spanning Tree and Distance

Criterion (Legendre & Legendre, 1998; Fortin & Dale, 2005).

Secondly, it is also possible to run a 

 



 

 (Local Indicator of

Spatial Autocorrelation) analysis (Anselin, 1995; Sokal 

 

et al

 

.,

1998) in 

 



 

, an overlooked method in macroecology. 

 



 

 can

be used to measure the contribution of each sampling unit to the

overall (global) level of spatial autocorrelation (Cocu 

 

et al

 

., 2005).

Finally, it is possible to test the statistical significance of Moran’s 

 

I

 

using randomization (Monte Carlo) (see Manly, 1997; Tiefelsdorf,

2000), which is a reliable way to assess statistical significance,

especially for small sample sizes (Sokal & Oden, 1978a,b).

At this point it is worthwhile to mention another very useful

feature implemented in 

 



 

. Most spatial analyses use a matrix

of distances among pairs of sampling units to describe the spatial

relationships in the data, usually assuming a planar surface

(Euclidean distance). However, for broad spatial scales (e.g. con-

tinents or large domains), which are common in macroecology

and biogeography, the calculation of planar distances may bias

the spatial relationship among sampling units because of the

curvature of the Earth. For this reason, 

 



 

 allows the user to

compute geodesic surface distance among pairs of sampling

points with an accuracy of about 50 m, assuming not only that

the Earth is approximately spherical, but also taking into account

the actual polar flattening of the Earth and the equatorial bulge.

Geodesic surface distances may be used for all spatial analyses in

 



 

, but only if geographical coordinates are measured in deci-

mal degrees of latitude and longitude.

 



 

 provides two basic ways to describe and control for spatial

structure in the data under the general concept of spatial filtering.

The first is the well-known trend surface analysis (TSA), which

has been extensively discussed elsewhere (Wartenberg, 1985;

Davis, 1986). 

 



 

 allows the automatic calculation of TSA

polynomial expansions up to the 6th order. However, a highly

recommended alternative is Principal Coordinates of Neighbour

Matrices (PCNM; see Borcard & Legendre, 2002; Borcard 

 

et al

 

.,

2004; Diniz-Filho & Bini, 2005) because of the efficiency of this

method in partitioning variation between spatial and environ-

mental components (Borcard 

 

et al

 

., 2004). Further, the impor-

tance of scale in detecting the magnitude and direction of

relationships among variables is well known, and PCNM can deal

effectively with this issue (Whittaker 

 

et al

 

., 2001; Rahbek, 2005).

Spatial filters obtained by TSA or PCNM can be used in

different ways, depending on how spatial patterns are taken into

account. One approach is to use them to remove all spatial struc-

ture from the data and work only with (residual) non-spatial

components to evaluate, for example, the effect of predictors on

richness. In this example, applying this approach would be

appropriate if broad-scale spatial processes did not contain, or

could not reliably reveal, information regarding causal process

associated with richness, due to the confounding effects of

intrinsic and extrinsic processes affecting this variable. Alterna-

tively, these filters can be treated as candidate explanatory vari-

ables together with other, environmental predictors. With this

approach, the effects of environmental predictors are evaluated

as partial effects, taking space into account explicitly (see below).

These two different approaches may produce different results,

depending on the collinearity between predictors and space.

A different subject in the analysis of spatial pattern is the iden-

tification of patches and regions in space (Fortin & Dale, 2005).

This approach may be especially necessary in a broad or multiple

scale spatial analysis, when several ecological processes may be

driving independently different regions of an observed spatial

pattern. However, the likelihood of detecting these ecological

processes depends on our ability to delineate ecological patches,

boundaries, edges or ecotones (Oden 

 

et al

 

., 1993; Fortin, 1994;

Fortin & Drapeau, 1995; Fortin 

 

et al

 

., 2000), and also on the eco-

logical processes under investigation, the sampling design and

the employed analytical methodology. To help macroecologists

and biogeographers detect edges, two edge detection algorithms,

called triangulation-wombling and lattice-wombling (Fortin &

Drapeau, 1995; Fagan 

 

et al

 

., 2003), are available in 

 



 

. The

difference between these two methods concerns rules to join

adjacent sampling units although, in both methods, a region

with spatial discontinuity is detected by the steepness and direc-

tion of the slope of the plane formed by a set of joint sampling

units (for details, see Fortin & Dale, 2005).

 

MODELLING AND HYPOTHESIS TESTING

 

The most frequently discussed issue in the ecological literature

regarding spatial autocorrelation is the inflation of Type I errors

in significance tests of correlation and regression analyses

(Legendre, 1993; Diniz-Filho 

 

et al

 

., 2003; and references therein).

If two (or more) variables are each strongly spatially auto-

correlated, spatial units close in geographical space are partially

redundant with respect to the information they provide about

the relationships between variables. In other words, in the pres-

ence of spatial autocorrelation, the number of degrees of free-

dom is overestimated and, consequently, confidence intervals are

much narrower than they should be. This may cause an error in
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judging the statistical significance under a null hypothesis. Thus,

the non-independence of data caused by spatial structure can lead

these analyses to be liberal and, thus, even variables that are in

fact correlated weakly will appear to yield significant coefficients

due to the confounding effects of space. Significance inflation is

important when trying to understand the effect of different

predictors on a response variable, such as which environmental

factors give better explanations for spatial variation in species

richness. Such analyses are beyond the simple description of

spatial variation described previously, and taking the spatial

dimension into account usually improves the ability to model the

spatial variation and understand the causal factors underlying it.

The simplest solution for testing a correlation coefficient in the

presence of autocorrelation is to adjust the number of degrees of free-

dom, an approach developed by Clifford 

 

et al

 

. (1989) and Dutilleul

(1993) (see Legendre 

 

et al

 

., 2002 and Hawkins 

 

et al

 

., 2005 for discus-

sions and applications). 

 



 

 provides two estimators to calculate the

geographically effective number of degrees of freedom, both using

spatial correlograms of the raw variables to be correlated. Although

they usually provide similar results, they have different computational

requirements (because Dutilleul’s approach is more computa-

tionally intensive, it will demand more time for large matrices).

For a simple spatial modelling, 

 



 

 provides tools for

ordinary least squares (OLS) regression, with three special

features: (i) the evaluation and mapping of spatial structure in

model residuals (which may reveal the need for explicit spatial

modelling); (ii) partial regression analysis, using up to a 6th

order polynomial expansion of geographical coordinates; and

(iii) the calculation of the Akaike information criterion (AIC)

(Burnham & Anderson, 2002; Johnson & Omland, 2004), allow-

ing an easy and powerful comparative evaluation of model fit

when competing hypothesis are confronted with data. AIC as

computed by 

 



 

 is based on the sum of squares of residuals and

provides a approximation of AIC based on likelihood under a

normal distribution of error terms (Mangel & Hilborne, 1997).

When strong autocorrelation is found in model residuals,

alternative modelling strategies are available. The first is to

include filters (TSA or PCNM), as discussed previously, along

with the predictive variables, to minimize residual autocorrela-

tion (see Diniz-Filho & Bini, 2005). However, 

 



 

 also allows the

fitting of explicit spatial regression models to data. Three forms

of autoregression models (ARM) are available.

The first set of routines allows estimation of ‘lagged-models’

(see Haining, 1990, 2002), which are based on fitting a pure

autoregressive model that describes the spatial structure of only

response variable 

 

Y

 

, given by:

 

Y

 

 

 

=

 

 

 

ρ

 

WY

 

 

 

+

 

 

 

e

 

where 

 

ρ

 

 is the autoregression parameter, and the matrix 

 

W

 

 contains

neighbour weights (

 

w

 

ij

 

), indicating the relationships among spatial

units. The elements 

 

w

 

ij

 

 can be given by the connectivity matrices dis-

cussed previously or as an inverse power function of geographical

distances (

 

d

 

ij

 

), given by functions of the form , where

 

α

 

 is an additional parameter that regulates the relationship and that

usually improves the performance of the model (Davis, 1986).

Because ARM allows a description of the spatial structure in

data, it could just as well have been offered within the ‘Structure’

section of 

 



 

. It appears, instead, in the ‘Modelling’ section as the

basis of more complex spatial regression models that can be used to

evaluate the effects of predictors on the response variable, by

adding additional terms (see Haining, 1990, 2002). The first

option for added terms assumes that the autoregressive process

modelled by ARM occurs only in the response variable (lagged-

response model), and thus includes a term for the spatial

autocorrelation in 

 

Y

 

, as in ARM (above), but also includes the

standard term for the predictors in OLS. The model then becomes:

 

Y

 

 

 

=

 

 

 

ρ

 

WY

 

 

 

+

 

 

 

X

 

β

 

 

 

+

 

 

 

e

 

where 

 

β

 

 is a vector representing the slopes associated with the

predictors in the original predictor matrix 

 

X

 

. Alternatively, auto-

correlation can affect both response and predictor variables

(lagged-predictor model, or Durbin econometric model — see

Anselin, 1988). In this case yet another term must appear in the

model, which now takes the form:

 

Y

 

 

 

=

 

 

 

ρ

 

WY

 

 

 

+

 

 

 

X

 

β

 

 

 

+

 

 

 

WX

 

γ

 

 

 

+

 

 

 

e

 

where 

 

γ

 

 represents the autoregressive parameters of each of the pre-

dictors. Note that in this more complex model there is an autoregres-

sion parameter for each predictor. In all cases, AIC and residual spatial

autocorrelation can be used to choose among alternative models,

which can also be generated using different 

 

α

 

 values, as discussed for

the simple ARM. These last two models are in fact fitted by working

with the residuals e of the pure ARM, described above, in a standard

OLS regression. For this reason, these models can also be interpreted

as techniques that filter the effect of space (see Haining, 1990;

Anselin, 2002). For the lagged-response model, the ARM residuals

of the response variable are regressed against the original pre-

dictors using OLS, whereas in the lagged-predictor model the

ARM residuals of the response variable is regressed against ARM

residuals of each predictor variable (Haining, 1990, p. 347).

Another explicit way to take autocorrelation into account in a

regression is by changing the estimator of the vector of slopes (

 

β

 

)

by applying a generalized least-squares (GLS) model that incorp-

orates spatial structure directly into model residuals (see Selmi

& Boulinier, 2001; Hawkins & Diniz-Filho, 2002; Evans 

 

et al

 

.,

2005). This vector is given by:

 

β

 

 

 

=

 

 (

 

X

 

T

 

C

 

−

 

1

 

X

 

)

 

−

 

1

 

 

 

X

 

T

 

 

 

C

 

−

 

1

 

Y

 

where 

 

C

 

 is the covariance among residuals. In the standard OLS

model, it is assumed that 

 

C

 

 

 

=

 

 

 

I

 

σ

 

2

 

 (

 

I

 

 is an identity matrix, and 

 

σ

 

2

 

is the variance of the residuals), so that residuals are independent.

However, it is possible to model the values of 

 

C

 

 using a semi-

variogram, fitted by exponential, powered-exponential, Gaussian,

spherical, hole-effect, Matérn, truncated-linear or pure-nugget

models (Legendre & Legendre, 1998; Banerjee 

 

et al

 

., 2004).

Fitting these models usually requires an iterative process, and

 



 

 allows the user to manually fit the semi-variograms and

decide among them based on visual inspection or on their

w dij ij  = α
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explanatory ability. After fitting the semi-variograms, regression

slopes of GLS are obtained – in effect, a two-step evaluation

(modelling OLS residuals then using their spatial structure to

approximate GLS estimation). This approach is sometimes called

‘kriging regression’ (Cressie, 1993).

The GLS framework also allows the direct computation of other

forms of spatial regressions that have been used recently in ecology

and macroecology (e.g. Lichstein et al., 2002; Dark, 2004; Tognelli

& Kelt, 2004), such as Simultaneous and Conditional Autoregres-

sion Models (SAR and CAR, respectively), by computing the

matrix C with different formats (see Haining, 1990; Cressie, 1993).

For SAR, the covariance matrix among residuals is given by:

C = σ2 [(I − ρW)T]−1[I − ρW]−1

where σ2 is the variance of the residuals and I is an n × n identity

matrix. For CAR, this matrix is given as:

C = [(σ2 Wi+)I](I − ρW)−1.

 also computes the moving average (MA) model, where the

covariance matrix among residuals is given by:

C = σ2 [(I + ρW)(I + ρW)].

See Wall (2004) for the conditions under which these three mod-

els can be expressed, as described above, as functions only of

autoregressive parameter ρ and neighbour weight matrix W.

Note that, in these models, the matrix of neighbour weights (W)

may also be computed as an inverse power function of geograph-

ical distances among sampling units ( ).

The GLS is then a regression in which the spatial component is

explicitly modelled in the residual terms, defined by the fitted

semi-variogram. Thus, these residuals contain a strong spatial

component, which must be decomposed into spatially structured

residuals and a pure error term using Cholesky decomposition

(see Cresci, 1992, p. 202; Haining, 2002, p. 333). This error vector

e, or noise component, is given as:

e = L−1 (Y − Xβ)

where β is the vector of estimated slopes and LLT = C, so that the

L matrix can be obtained by the Cholesky decomposition of the

covariance among residuals. In the GLS, this error term is then a

function of the model used to fit the semi-variogram, whereas in SAR,

CAR and MA models the error term is a function of the autoregressive

parameter according to the functions defined above. The effective-

ness of GLS-based models, in terms of taking autocorrelation

into account, can be judged by the absence of spatial structures in

this error term. These properties can be visualized in  by spatial

correlograms of residual and error terms in the GLS-based routines.

The r 2 due to explanatory variables for all these GLS-based

spatial models is obtained using Nagelkerke (1991) general for-

mulation for coefficients of determination, given as:

where n is number of spatial units, lA is the log-likelihood of the

model, and l0 is log-likelihood of the null model fitted with only

the intercept (Lichstein et al., 2002). The ‘full r 2’ of the model,

which incorporates the joint effects of the spatial component and

the predictors, is given as the complement of the squared linear

correlation coefficient between response and the error term,

r 2 = 1 – Pearson [Y; e]2.

A full comparison of these various spatial regression models in

macroecology and biogeography is still lacking, primarily with

respect to understanding how choosing each of them will affect

the relative importance of predictors driving biodiversity at dif-

ferent spatial scales (see Diniz-Filho et al., 2003; Tognelli & Kelt,

2004; Ferrer-Castan & Vetaas, 2005). This is not just a statistical

issue, because the choice among different predictors may provide

support for alternative, and sometimes competing, biogeographical

hypothesis (Hawkins et al., 2003; Currie et al., 2004). Hopefully,

this new software will help researchers to use more spatial

models and to perform more accurate hypothesis testing and

data exploration and, thus, allow a deeper understanding of

complex ecological and biogeographical patterns and processes.

COMPUTATIONAL FEATURES AND SOFTWARE 
AVAILABILITY

 is able to open input files in any of three data formats: Excel,

dBASE and ASCII (tab-delimited). Analytical results from all

analyses appear in text windows in  modules and may be

exported by Windows’s copy-paste tool. Any new variables created

by  during analysis (e.g. regression residuals, principal com-

ponents, spatial filters, etc.) may be saved in the original data file

or exported from  to another file in any permissible format.

In principle,  has no computational limits, but practical

limits are set by the computational power of the machine that

runs it. The constraint on working with very large data sets

(above 3000 cases) is probably not on opening the matrix, but on

the time and memory needed to perform some of the analyses,

which require varying amounts of memory and CPU time. The

time needed to compute the more computationally demanding

statistics in  depends on the computer, the data set size and

the operation of interest. Our experience shows that running

most currently available PCs (about 2.5 GHz, 256 Mb of RAM),

 can easily handle matrices of up to 1000 cases for all routines

(albeit with variable computer times). The Dell Precision 450

Workstation (3.5 GHz, 4 GB RAM) on which  was developed

was able to run easily approximately 5000 cases for all routines.

 is freeware, and the present version is less than 10 MB.

Researchers interested in using  may download it from

the official web site: www.ecoevol.ufg.br/sam (permanent

URL at http://purl.oclc.org/sam/). Three complete, real sample

data sets are distributed together with the  application file

(birds of South America, birds and mammals of the Brazilian

cerrado, birds and mammals of the western hemisphere), and

these data sets may be helpful for new users as trial examples.

Prior to downloading , users are required to provide their

name, institution, country and e-mail address, so that a user list can

be compiled to determine how many researchers are interested in

w dij ij  = α

r
n l l2 2

1 0    
/ (   )= − − −

e A

http://purl.oclc.org/sam/
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and using the package, to justify the grant used to build the soft-

ware and to allow us to contact users about future versions.
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